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This theoretical study investigates the influence of the building block aromaticity in the determination of
electronic properties of five-membered heterocyclic oligomers. More specifically, we considered some
fundamental energetic and electronic properties such as energy gaps, vertical ionization energies and static
polarizability tensors of oligomers (up to octamers) built from five-membered heterocycles such as
cyclopentadiene, pyrrole, furan, silole, (planar) phosphole and thiophene. Our computations are based on ab
initio quantum mechanical methods including (time-dependent) density functional theory. We have chosen
NICS as a quantitative criterion for measuring aromaticity and making a distinction between aromatic and
non-aromatic building blocks.

Introduction

Organic heterocyclic oligomers and polymers based on thio-
phene or pyrrole derivatives have attracted much attention
during the last decade owing to their interesting electrical
and/or (nonlinear) optical properties.1 Relatively little is
known about the oligomers derived from analoguous five-
membered rings such as cyclopentadiene, furan, silole and
phosphole; this is mainly due to the experimental difficulties
in their syntheses.
Yet, poly(2,5)siloles which were proposed more than a dec-

ade ago,2 have been quite recently synthesized for the first
time.3 Mathey and coworkers4a–d and Réau and coworkers4e,f

have been attempting to design efficient routes to prepare a
variety of phosphole oligomers that are the first necessary steps
toward phosphole polymers.
It has widely been recognized for polyconjugated polymers

that, besides the morphology problems, their chemical and
structural defects make a deeper understanding of the origin
of a given property more arduous. As a consequence, compar-
ison between experimental and theoretical results is a very dif-
ficult task for polymers. On the contrary, oligomers represent
ideal systems for a theoretical study based on ab initio quan-
tum chemical methods since their properties are intrinsically
associated with those of an isolated chain and affected only
slightly by the environment. Furthermore, a thorough under-
standing of the electronic properties of well-defined oligomers
provides us with a good basis for unraveling those properties
in the more complex polymers. Therefore, we have chosen to
focus particular attention on the oligomeric systems.
In this paper, we report the results of an investigation on the

influence of the aromaticity of the building blocks in determin-
ing some fundamental energetic and electronic properties of
the oligomers, more specifically, the energy gaps, vertical ioni-
zation energies and static dipole polarizabilities of oligomers
built from five-membered heterocycles such as cyclopenta-
diene, pyrrole, furan, silole, (planar) phosphole and thiophene.
The more specific influence of the heteroatom or bridging
group on those electronic properties has been considered in
earlier theoretical studies.5–9

The present paper is organized as follows: first, we will con-
sider the molecular and electronic structure of the monomers
(building blocks). Subsequently, we will describe the geometry
of the oligomer structures and compare the competition
between linear- and cyclic p-conjugation in oligomers built
from aromatic versus non-aromatic five-membered hetero-
cycles. Finally, we will discuss how the building block aroma-
ticity influences the energy gaps and the static polarizability
tensors.

Computational details

Methods

Density functional theory (DFT)10 was employed in order to
carry out geometry optimizations, natural bond orbital
(NBO) analysis, and to compute static polarizability tensors.
The lower-lying excited states arising from HOMO-
!LUMO transitions were treated within the adiabatic
approximation of time dependent density functional theory
(TDDFT).11 All DFT-calculations were performed using the
three-parameter Lee–Yang–Parr (B3LYP) functional in con-
junction with the split valence plus polarization SV(P)12 or 6-
31G*13 basis sets. Both basis sets have comparable quality.
The hybrid B3LYP functional constitutes a considerable
improvement over Hartree–Fock approaches and yields good
performance in calculating static polarizability tensors14 and
low-lying electronic excitations.11

The Hartree–Fock (HF) approach was used to evaluate
nucleus-independent chemical shifts15 (NICS) and vertical
ionization energies (IEs). NICS-values were computed making
use of the GIAO-HF/6-311G* method. IEs were obtained
from negative HOMO-energies (Koopmans ’ theorem) using
the HF/SV(P) method. At the HF level, correlation effects
tend to cancel the relaxation error and reasonable first
approximations to experimental ionzation energies are
obtained.16

1522 Phys. Chem. Chem. Phys., 2002, 4, 1522–1530 DOI: 10.1039/b109008a

This journal is # The Owner Societies 2002

P
C
C
P



p-Conjugation analysis

As shown in our previous study on phosphole monomers,17

combination of both geometric (Julg index) and magnetic
(NICS) criteria leads to an interesting approach to analyze
the p-electron delocalization in conjugated heterocyclic sys-
tems. Since we are considering oligomers, the interring bond
distances (dCa) are also taken into account in order to reflect
the strength of p-electron conjugation between neighboring
repeat units.
The Julg index,y18,19 referred to hereafter as JI, is defined in

terms of the deviations of the individual C–C bond lengths (ri)
from the mean carbon–carbon bond length (r) and constitutes
a measure of the bond length alternation (p-electron conjuga-
tion) in the 1,3-butadienic unit. The p-conjugation along the
1,3-butadiene unit will be more pronounced if the JI becomes
closer to one. The JI is influenced by the aromaticity of the
considered heterocycle and by the linear p-conjugation
towards the neighboring repeat units. In the nucleus-indepen-
dent chemical shift-approach,15 the absolute magnetic shield-
ings are computed at the ring centre (nonweighted mean of
the heavy atom coordinates). With respect to the familiar
NMR chemical shift convention, the sign of the computed
values are reversed: negative NICS-values denote aromaticity.
The more negative the NICS value, the more aromatic the sys-
tem. As a reference point, we would like to mention the NICS
value for benzene, which amounts to �10.5 ppm at HF/
6-311G* level.
Conjugation effects were also analysed in terms of localized

orbitals constructed within the NBO method, which is based
on natural population analysis.20 The essential feature of
NBO analysis is that the electron density is represented, as
far as possible, by localized core orbitals, bonds, and lone-
pairs. These orbitals are related to Lewis structures corre-
sponding to the chemist ’s view of molecules built from atoms
connected by localized two-electron bonds. However, for con-
jugated systems, ideal Lewis structures are obviously not ade-
quate. Deviations from idealized Lewis structures due to
conjugation are shown in NBO analysis as orbital interactions
between localized bonds and anti-bonds and between lone-
pairs and anti-bonds. The energetic contributions from these
interactions can be quantified with the help of second-order
perturbation theory [eqn. (1)].

Eð2Þ ¼ n
Fij

� �2

eij
ð1Þ

Where E (2) is the second-order perturbational energy stabi-
lization; Fij is the Fock matrix element between occupied orbi-

tal i and unoccupied orbital j and can be taken to be
proportional to the overlap between those orbitals; eij is the
energy difference between orbitals i and j, and n is the occu-
pancy of orbital i. Since perturbation theory is only valid for
small perturbations, absolute stabilizations become less reli-
able as their values increase. Therefore, we do not attach too
much importance to the absolute values of stabilization ener-
gies but we are more concerned with the general trends.

Programs

The Turbomole program12 was employed for optimizing mole-
cular geometries and calculating energy gaps, vertical ioniza-
tion energies and static polarizability tensors. The Gaussian
98 program13 was used for carrying out NBO-analysis and
computing NICS-values.

Results and discussion

Structures

Monomers. All monomer units described in this work (apart
from 1,3-butadiene) are heterocyclic five-membered rings.
Their structures are planar, except for phosphole that contains
a pyramidal tri-coordinated phosphorus atom which prevents
efficient interaction of the phosphorus lone-pair with the 1,3-
butadiene unit. Planar phosphole was considered as a hypothe-
tical structure. Each monomer can be seen as a combination of
a 1,3-butadiene system with a first- or second row heteroatom
(Table 1). The interaction between the heteroatom and the 1,3-
butadiene unit is different for each heterocycle and will deter-
mine whether the building block is aromatic or not. Aromatic
heterocycles are characterized by a strong cyclic p-conjugation,
which induces a significant diamagnetic ring current. We have
chosen NICS as a quantitative criterion for measuring this ring
current. By doing this, we were able to distinguish aromatic
and non-aromatic building blocks. Cyclopentadiene (Cp),
silole (Si) and phosphole (Ph) possess a NICS value of �4.8,
+0.3 and �5.5 ppm, respectively, which is much more positive
than the �10.5 ppm of benzene and points out those hetero-
cycles are not characterized by a significant cyclic p-conjuga-
tion or can be classified as non-aromatic. On the other hand,
pyrrole (Py), furan (Fu), planar phosphole (Pl Ph) and thio-
phene (Th) possess a NICS value of �16.0, �13.2, �18.4
and �14.6 ppm, respectively, which is more negative than that
of benzene and proves those heterocycles are characterized by
strong cyclic p-conjugation and can be classified as aromatic
building blocks. Since NICS is a quantitative criterion, we
can conclude that furan has the lowest cyclic p-conjugation
within the aromatic heterocycles.
To compare the electronic structure of the considered build-

ing blocks we have drawn orbital correlation diagrams for
their p-valence orbitals. These diagrams are presented in Fig.
1. The HOMO and LUMO orbitals of the considered building

y JI ¼ 1� (225/n)
P

(1� ri/r)
2, n ¼ 3 and represents the number of

C–C bonds. JI ¼ 1 for benzene (D6h) and the cyclopentadienyl ion
(D5h), that is, for the fully delocalized, highest symmetric systems.
The empirical factor 225 provides an aromaticity scale in which
JI ¼ 0 for the Kekulé form of benzene (assuming 1.33 and 1.52 Å
C–C lengths).

Table 1 Overview of heterocyclic building blocks used in this work

X NICS (ppm) Aromaticity

First row

Cyclopentadiene Cp CH2 �4.8 Non-aromatic

Pyrrole Py NH �16.0 Aromatic

Furan Fu O �13.2 Aromatic

Second row

Silole Si SiH2 +0.3 Non-aromatic

Phosphole Ph PH �5.5 Non-aromatic

Planar phosphole Pl Ph PH �18.4 Aromatic

Thiophene Th S �14.6 Aromatic
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blocks are drawn in Figs. 2 and 3. Aromatic and non-aromatic
heterocycles are considered seperately in Figs. 1–3.
The valence orbitals are labelled as b1 or a

0 and a2 or a
00 for

heterocycles characterized by C2v or Cs symmetry, respectively.
The orbital p-valence structure for 1,3-butadiene which is com-
posed of two p bonding and two p* anti-bonding orbitals, is
drawn on the left side in both correlation diagrams (Fig. 1).

Figs. 2 and 3 show that the b1 or a
0 representation allow inter-

actions between the heteroatom and p-valence structure of 1,3-
butadiene; the a2 or a

00 representation does not.
Since properties such as vertical ionization energies (IE) and

energy gaps (Eg) are related to the frontier orbital energies, it is
instructive to have a closer look at the HOMO and LUMO
orbitals. All but one HOMOs have a2 or a00 symmetry and
resemble the 1,3-butadiene HOMO (1a2). The Pl Ph HOMO
(3b1) (Fig. 3) forms the only exception, and is built from the
lowest p-bonding 1,3-butadiene orbital (1b1) in anti-bonding
interaction with the phosphorus lone-pair (nP). All LUMOs
have b1 or a0 symmetry and can been seen as the result of
the interaction between the 1,3-butadiene p*(2b1) orbital and
the lone-pair nX and/or sX-H orbitals of the heteroatom. As
illustrated in Fig. 3 and quantified in Table 2, the aromatic het-
erocycles are characterized by a lone pair orbital (nX) on the
heteroatom X that strongly interacts with the p*(b1) orbitals
and whereby the interaction between the heteroatom and the
p-butadiene unit is stronger for first row heteroatoms (N, O)
as compared with second row ones (P, S). The reason is that
the nX orbitals of first row heteroatoms have better overlap
with the butadiene p-valence orbitals as compared with the
second row atom nX orbitals. On the other hand, the non-aro-
matic heterocycles7,21 are characterized by weaker orbital
interactions between the heteroatom (lone-pair or exocyclic
sX-H bonds) and the butadiene p*(b1) orbitals, which is illu-
strated in Fig. 2 and also quantified in Table 2. As a conse-
quence and as shown in Fig. 1, the LUMO orbitals are more
destabilized for the aromatic heterocycles compared to the
non-aromatic counterparts.

Oligomers. The geometries of a-linked oligomers of 1,3-
butadiene, cyclopentadiene, pyrrole, furan, silole, (planar)
phosphole and thiophene were optimized up to octamers.
The repeat units were trans-oriented and kept coplanar. Except
for phosphole, all structures containing an odd number of
repeat units have C2v symmetry; the ones comprising an even
number of repeat units have C2h symmetry. Phosphole oligo-
mers containing an odd number of repeat units are character-
ized by Cs symmetry; for an even number of repeat units the
symmetry is C2 . Each ring of a heterocyclic oligomer can be
characterized by a JI and a NICS value. The p-conjugation
along the 1,3-butadiene unit of that ring will be more pro-
nounced if the JI becomes closer to one and the heterocyclic
five-membered ring will be more aromatic (stronger cyclic p-
conjugation) if the NICS value becomes more negative.
Whereas, the shorter the interring bond distance (dCa), the

Fig. 1 Orbital correlation diagrams for the p-valence orbitals of the
considered building blocks at HF/6-31G* level.

Fig. 2 Frontier orbitals of 1,3-butadiene and non-aromatic heterocycles at HF/6-31G* level.
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more pronounced the linear p-conjugation between neighbor-
ing repeat units.
Julg indices, NICS- and dCa-values of a-linked tetramers are

presented in Table 3. These results reflect the trends observed
in all a-linked oligomers considered, going from trimers to
octamers.
They show the JIs for the inner rings are larger than those

for the outer rings and that the dCa-values between inner rings
are smaller than those between outer rings, which clearly indi-
cates a more pronounced linear p-conjugation between inner
rings than between outer rings. Moreover, the cyclic p-conju-
gation becomes smaller in the inner rings as proven by their
more positive NICS-values.
From Table 3 it is also clear that the dCa-values are shorter

in oligomers made from non-aromatic building blocks as com-
pared to oligomers built up from aromatic building blocks.
Therefore, it can be concluded that the linear p-conjugation
is more pronounced in non-aromatic heterocyclic oligomers.
Fu-oligomers are an exception to the rule. The NBO-analysis
on trimers, presented in Table 2, confirms this finding. For
non-aromatic oligomers the pC1C2! p*C10C20 interactions are
larger than for pC1C2!p*C3C4 , which points out that p-elec-

trons in the central 1,3-butadiene unit tend to be more deloca-
lized toward the outer rings than to stay within that central
ring. For aromatic heterocyclic oligomers the reverse situation
is true, but again, furan oligomers are found to be an excep-
tion.

Electronic properties

Energy gaps and ionization energies. The energy gap (Eg)
represents the difference in energy between both the highest
occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) and was determined in this work
by computing the minimum electronic excitation energy using
TDDFT. For p-conjugated systems such as polyenes and the
heterocyclic p-conjugated oligomers considered here, the low-
est allowed excitations correspond with singlet p* p transi-
tions and provide an estimate for lmax in the UV/VIS
absorption spectra.
Within the framework of HF theory and Koopman ’s theo-

rem the negative of the HOMO energy (eHOMO) corresponds to
the vertical ionization energy (IE).

Fig. 3 Frontier orbitals of 1,3-butadiene and aromatic heterocycles at HF/6-31G* level.

Table 2 Strength of p!p*, nX!p* and sX-H! p*C1C2 interactions out of an NBO-analysis on trimers at B3LYP/6-31G* level

Non-aromatic

building blocks E/kJ mol�1
Aromatic

building blocks E/kJ mol�1 Fij (a.u.)

Bu (no X) pC1C2!p*C10C20 71.09 Py pC1C2!p*C10C20 65.48

pC10C20 ! p*C1C2 71.13 pC10C20 ! p*C1C2 66.44

pC1C2!p*C3C4 62.88 pC1C2!p*C3C4 75.77

nN! p*C1C2 162.34 0.095

Cp pC1C2!p*C10C20 74.56 Fu pC1C2!p*C10C20 68.03

pC10C20 ! p*C1C2 73.47 pC10C20 ! p*C1C2 67.24

pC1C2!p*C3C4 67.40 pC1C2!p*C3C4 65.86

sC–H! p*C1C2 2.96 nO! p*C1C2 115.39 0.091

Si pC1C2!p*C10C20 69.54 Th pC1C2!p*C10C20 61.59

pC10C20 ! p*C1C2 69.28 pC10C20 ! p*C1C2 61.46

pC1C2!p*C3C4 63.09 pC1C2!p*C3C4 68.07

sSi–H! p*C1C2 0.98 nS! p*C1C2 87.65 0.067

Ph pC1C2!p*C10C20 67.57 Pl Ph pC1C2!p*C10C20 59.54

pC10C20 ! p*C1C2 66.40 pC10C20 ! p*C1C2 59.16

pC1C2!p*C3C4 64.35 pC1C2!p*C3C4 76.52

np! p*C1C2 12.72 np! p*C1C2 110.42 0.067

sP–H! p*C1C2 2.25

Phys. Chem. Chem. Phys., 2002, 4, 1522–1530 1525



Computed energy gaps and vertical ionization energies are
tabulated in Tables 4 and 5 for non-aromatic and aromatic
heterocyclic oligomers, respectively. Experimental Eg and IE
are given where available.
Zotti et al.22 performed UV/VIS spectroscopic studies at

room temperature for a number of pyrrole oligomers, denoted
hereafter as py1, py2, py3, py5 and py7, in acetonitrile (polar
aprotic solvent). Birnbaum and Kohler23–25 carried out highly
resolved spectral investigations on thiophene oligomers (th2–
th4) in hexane and decane (non-polar solvents) at low tempera-
ture. Stationary absorption and fluorescence spectra for thio-
phene oligomers (th2–th6) in dioxane (non-polar solvent)
were measured at room temperature by Colditz et al.26 UV/
VIS absorption measurements were carried out on hexathio-
phene (th6) single crystals grown from the vapor phase by
Horowitz et al.27 Salzner et al.28 computed vertical excitation
energies of medium sized and large pyrrole and thiophene oli-
gomers using DFT /hybrid functionals that included 30% HF
exchange. The energy gaps were determined by simply taking
the differences in energy between HOMO and LUMO energy
levels.
Since measured energy gaps at both low and room tempera-

ture were only found for thiophene oligomers, we focused on
these data to calibrate the accuracy of our TDDFT results.
As mentioned before, calculations were performed on trans-
oriented co-planar oligomers in the gas phase. Expecting the
results in non-polar solvent to be 0.2–0.3 eV lower than in

the gas-phase,28 our TDDFT results are within 0.2 eV of
experimental low-temperature energy gaps, whereas the energy
gaps calculated by Salzner et al.28 differ by more than 0.5 eV.
The energy gaps for thiophene oligomers measured at room
temperature are around 0.4 eV higher in energy than those
measured at low-temperature. This larger discrepancy is prob-
ably due to the larger distortions of the conjugated system at
room temperature. The measured energy gap for trans co-pla-
nar hexathiophene performed in gas phase at room tempera-
ture by Horowitz et al.27 is in good agreement with our
computed energy gap and supports above supposition.
Comparison between experimental and theoretical IEs for

Py monomers29 and Th monomers30 and dimers31 shows that
IEs are reasonably well predicted at HF level using Koopman’s
theorem.
The dependence of HOMO and LUMO ortibal energies

(eHOMO , eLUMO) on the chain-length nc (number of carbon
atoms) is presented in Fig. 4, which shows that eHOMO rises
and eLUMO lowers as the chain length increases. As a conse-
quence, both Eg and IE decrease with increasing chain length,
which is shown in Fig. 5. By the octamers (nc ¼ 32), both
eHOMO- and eLUMO-values and the related properties Eg and
IE appear to be levelling off, irrespective of whether the build-
ing blocks are aromatic or not. The ordering of the considered
p-conjugated octamers according to increasing energy gap is
computed as follows: Si: 1.4 eV < Ph ¼ Cp ¼ Bu: 1.6
eV�Th: 2.2 eV < Pl Ph: 2.4 eV < Fu: 2.5 eV < Py: 2.8 eV

Table 3 Julg indices, NICS (ppm) and dCa (Å) values for a-linked tetramers

Building blocks

JI NICS dCa

Inner Outer Inner Outer Inner Outer

Non-aromatic

Bu 0.86 0.72 1.432 1.436

Cp 0.86 0.76 �0.8 �2.2 1.434 1.439

Si 0.85 0.71 +1.7 +1.3 1.435 1.440

Ph 0.92 0.83 �2.7 �4.0 1.437 1.442

Aromatic

Py 0.99 0.97 �13.2 �14.6 1.447 1.449

Fu 0.94 0.90 �10.8 �11.9 1.435 1.439

Pl Ph 1.00 0.99 �15.1 �16.7 1.447 1.449

Th 0.97 0.94 �10.8 �12.6 1.446 1.450

Table 4 Computed energy gaps (Eg) at B3LYP/SV(P) level and vertical ionization energies (IE) at HF/SV(P) level for non-aromatic heterocyclic

oligomers

Oligomer Eg/eV IE/eV Oligomer Eg/eV IE/eV

Bu Cp

bu1 5.4 8.8 cp1 5.1 8.4

bu2 3.8 7.5 cp2 3.5 7.1

bu3 3.0 6.9 cp3 2.8 6.5

bu4 2.5 6.6 cp4 2.3 6.1

bu5 2.2 6.3 cp5 2.1 5.9

bu6 1.9 6.2 cp6 1.9 (1.8)a 5.8

bu7 1.7 6.1 cp7 1.7 5.7

bu8 1.6 6.0 cp8 1.6 5.6

Si Ph

si1 4.4 8.9 ph1 4.7 8.9

si2 3.2 7.6 ph2 3.3 7.6

si3 2.5 7.0 ph3 2.7 7.0

si4 2.1 6.7 ph4 2.3 6.7

si5 1.9 6.5 ph5 2.0 6.5

si6 1.7 (2.1) 6.3 ph6 1.8 (1.9) 6.4

si7 1.5 6.2 ph7 1.7 6.3

si8 1.4 6.1 ph8 1.6 6.2

a The oscillator strengths (a.u.) for heterocyclic hexamers are given in brackets.
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and agree with the ordering according to increasing band gap
found by Salzner et al.6 for the corresponding polymers. The
energy gaps are smaller for octamers built up from non-aro-
matic building blocks, since their LUMOs (Fig. 4) are more
stable as compared to those of their aromatic counterparts
(see the section entitled Monomers).
The HOMOs aren ’t influenced by the building block aroma-

ticity (Fig. 4). Therefore, no correlation is expected between
the vertical ionization energy and the building block aromati-
city. Through the series of considered heterocyclic oligomers,
we observe that Cp- and Py-oligomers have the lowest IEs,

ranging from 8.1–8.4 eV in the momoners to 5.6–5.7 eV in
the octamers. The IEs for Fu-, Si-, Ph- and Th-oligomers are
higher and range from 8.8–9.0 eV in the momoners to 6.1–
6.5 eV in the octamers. Remarkably, planar phosphole oligo-
mers (Pl Ph) have lower IEs than the corresponding phosphole
oligomers (Ph). Flattening the pyramidal phosphorus atom
allows stronger anti-bonding interaction between nP and the
p(b1) 1,3-butadiene orbital. This raises the HOMO-1 orbital
for Ph by around 1.8 eV at HF/6-31G*s level towards the cor-
responding HOMO orbital for Pl Ph,32, 33 which lies about 1.0
eV higher than the HOMO orbital for Ph. The IE for Pl Ph

Table 5 Computed energy gaps (Eg) at B3LYP/SV(P) level and vertical ionization energies (IE) at HF/SV(P) level for aromatic heterocyclic oli-

gomers

Oligomer

Eg/eV IE/eV

Oligomer

Eg/eV IE/eV

Theor.
Expt. Theor. Expt.

Theor. Expt.
Theor. Expt.

Own Room T. Own Own Low T. Room T. Own

Py Fu

py1 6.7 7.44a 5.96b 8.1 8.21h fu1 6.5 8.8

py2 4.7 5.49a 4.49b 6.9 fu2 4.6 7.5

py3 3.9 4.73a 3.91b 6.3 fu3 3.7 7.0

py4 3.5 4.34a 6.1 fu4 3.2 6.7

py5 3.2 4.10a 3.38b 5.9 fu5 2.9 6.5

py6 3.0 (1.9)k 3.95a 5.8 fu6 2.7 (1.9) 6.4

py7 2.9 3.26b 5.7 fu7 2.6 6.4

py8 2.8 5.7 fu8 2.5 6.3

Pl Ph Th

plph1 5.3 7.8 th1 5.9 6.73a 9.0 8.85i

plph2 4.1 7.2 th2 4.0 4.80a 3.66c 4.05g 7.7 7.63j

plph3 3.4 6.6 th3 3.3 4.00a 3.06–3.07d 3.49g 7.2

plph4 3.0 6.4 th4 2.9 3.58a 2.74–2.75e 3.16g 6.9

plph5 2.8 6.2 th5 2.6 3.32a 2.99g 6.7

plph6 2.6 (2.1) 6.1 th6 2.4 (2.0) 3.15a 2.41f 2.85g 6.6

plph7 2.5 6.1 th7 2.3 6.6

plph8 2.4 6.0 th8 2.2 6.5

a Ref. 28. b Ref. 22. c Ref. 23. d .Ref. 24. e Ref. 25. f Ref. 27. g Ref. 26. h Ref. 29. i Ref. 30. j Ref. 31. k The oscillator strengths (a.u.) for hetero-

cyclic hexamers are given in brackets.

Fig. 4 Chain-length dependence of eHOMO and eLUMO at B3LYP/
SV(P) level.

Fig. 5 Chain-length dependence of Eg at B3LYP/SV(P) level and IE
at HF/SV(P) level.
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amounts to 7.8 eV. The HOMO orbital for Ph resembles the
1,3-butadiene HOMO and corresponds to the HOMO-1 orbi-
tal for Pl Ph—both have similar energy. The IE for Ph is com-
puted at 8.9 eV.
For the phosphole dimer the difference in HOMO energy

between planar and puckered phosphole is significantly
reduced. In fact, they have now both in common the 1,3-buta-
diene HOMO. The HOMO of the planar phosphole still has
some phosphorus nP-contribution, responsible for lowering
the IE by 0.4 eV. But the contribution of the phosphorus
lone-pair orbital to the HOMO orbital decreases with increas-
ing chain length. For the octamers the difference in IEs
between both structures built from planar and puckered
phosphole units amounts to only 0.2 eV. The IEs for Pl Ph
and Ph octamers amount to 6.0 and 6.2 eV, respectively.

Static polarizability tensors. When a molecule is placed in an
external electrostatic field F, molecular charge reorganization
causes the dipole moment to change. Eqn. (2) gives the linear
response of m towards F

m ¼ m0þa � F ð2Þ

where m0 is the permanent electric dipole moment. The static
polarizability a, describes the charge distribution deformability
under the action of an external electrostatic field F and is of
great importance in the area of intermolecular forces and
opto-electronics. The explicit formula for a is given in eqn. (3).

a ¼ 2

3

X

n

0h jm nj ij j2

En � E0
ð3Þ

The property a is characterized as a second rank tensor. We
investigated the influence of the building block aromaticity
on the static polarizability tensors. The quantities reported
hereafter are the average polarizability hai [eqn. (4)] and the
polarizability anisotropy Da [eqn. (5)]

ah i ¼ 1=3ðaxx þ ayy þ azzÞ ð4Þ

Da ¼ f1=2½ðaxx � ayyÞ2 þ ðaxx � azzÞ2 þ ðayy � azzÞ2�g1=2 ð5Þ

where aii(i ¼ x, y or z) are the diagonal elements of the polar-
izability tensor.
It is important to note that we have only computed the static

electronic contributions to the polarizability, the frequency
dependent character of the polarizability was not taken into
account. Calculations were performed on oligomers placed in
the yz plane, with chain length increasing along the y-axis
(longitudinal direction), as shown in Fig. 6. The static polariz-
abilities are expressed in 10�40 C V�1 m2 units.
Experimental and computed average polarizabilities hai for

thiophene oligomers are recorded in Table 6, which highlights
the large frequency dependence of the hai-values. Champagne
et al.34 calculated the average polarizabilities extrapolated to
zero frequency hail¼1 based on experimental results of Zhao
et al.35 who measured the refractive indices of thiophene oligo-
mers in THF solution at the wavelength of the sodium D line
(l ¼ 589 nm) and subsequently evaluated the polarizabilities.
The chain-length dependence of the computed and extrapo-

lated experimental hai-values per unit cell (hai/n) at the static
limit were plotted in Fig. 7. We note that the deviation between
both values becomes significant from tetramers on and further
rises dramatically going to hexamers. In search for an explana-
tion for this deviation, we started wondering about the long
chain behavior of both computed and extrapolated hai-values.
On the one hand, we found in the literature36 that the DFT/

B3LYP method is in trouble when dealing with linear and non-
linear responses of extended systems. But these errors should
lead to an overestimate of a, which is in the opposite direction

to the deviation we have found. Furthermore, if we compare
our DFT- with SCF-results obtained by Luo et al.,37 we
observe the same trend with both methods. The hai/n value
first increases with the size of the system and seems to saturate
around 9 repeat units. On the other hand, the extrapolation
model34for defining static average polarizabilities using experi-
mental hai-values is oversimplified. The model only considers
the ground and first excited states. In our opinion this could
explain the increasing deviation between computed and extra-
polated hai-values at longer chain-length.
The chain length dependence of the components aii and the

associated average polarizability hai and polarizability aniso-
tropy Da are reported in Figs. 8 and 9, respectively. Fig. 8
shows that there is a large non-linear increase of the longitudi-
nal polarizability ayy. In the other directions the evolution of
the corresponding polarizability axx and azz, respectively,
increases linearly with the size of the oligomer. As a conse-
quence, the average polarizability hai and the polarizability
anisotropy Da are dominated by the longitudinal component
ayy, which is illustrated in Fig. 9. The order of the heterocyclic
five-membered p-conjugated oligomers according to the
increase in average polarizability hai going from monomers
to hexamers is computed as follows: Py ¼ Fu < Th�Pl
Ph < Cp < Ph < Si. This calculated sequence can be inter-
preted by taking two factors into account. The first implies
the heteroatom electronegativity, which is larger for first row
heteroatoms (N ¼ 3.0, O ¼ 3.5) than for the second row ones
(Si ¼ 1.8, P ¼ 2.1, S ¼ 2.5). Therefore electrons are more
tightly bound to first-row heteroatoms, which make it more
difficult to polarize their electrons. The second factor deals

Fig. 6 The oligomer orientation used for determining polarizability
tensors.

Fig. 7 Chain-length dependence of computed and extrapolated hai/n
values at the static limit.

Table 6 Average polarizability hai of thiophene oligomers expressed

in 10�40 C V�1 m2

Th haiTheor.

haiExpt.

hail¼ 589 nm
a hail¼1b

th1 8.3 10.9 9.2

th2 19.3 27.8 20.5

th3 33.7 50.1 32.3

th4 51.6 111.4 62.3

th5 72.1 211.7 107.5

th6 94.6 501.3 233.8

a Ref. 37. b Ref. 36.
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with the building block aromaticity. Since oligomers built from
non-aromatic heterocycles are characterized by lower Eg (see
the section Energy gaps and vertical ionization energies) and
more pronounced linear p-conjugation (see section Oligomers),
we expect those p-conjugated systems to possess larger polar-
izabilities as compared to their aromatic counterparts. If
roughly assuming that the most important contribution to a
comes from the HOMO!LUMO transition, eqn. (3) will be
reduced to eqn. (6)

a ¼ f ðrÞ
E2
g

ð6Þ

where f(r) represents the oscillator strength of the HOMO!
LUMO transition. Since the building block aromaticity has
no significant effect on f(r) (see Tables 4 and 5), we can con-
clude from eqn. (6) that the smaller the Eg the greater the
polarizability.
The electronic polarizability can also be interpreted in terms

of the fluctuations in the instantaneous electric dipole moment
of the molecule. Thus, the larger the linear p-conjugation (elec-
tron delocalization along the oligomer chain) could be, the lar-
ger the polarizability of linear p-conjugated systems.

In summary, the order of the average polarizability for het-
erocyclic five-membered p-conjugated oligomers can be inter-
preted in broad terms as: aromatic/first row (Py,
Fu) < aromatic/second row (Th, Pl Ph) < non-aromatic/first
row (Cp) < non-aromatic/second row (Ph, Si).

Conclusions

In this work, computations have shown that oligomers built
from non-aromatic five-membered heterocycles are character-
ized by lower energy gaps compared to oligomers built from
aromatic heterocycles. For the vertical ionization energies such
correlation was not found. This can be explained by consider-
ing the frontier orbitals of both aromatic and non-aromatic
heterocyclic oligomers. Out of this consideration, it can be
established that the HOMO orbital energies are not influenced
by the building block aromaticity. On the contrary, the
LUMO orbitals are and become more destabilized for the aro-
matic heterocyclic oligomers.
Our results also point out that oligomers built from non-

aromatic heterocycles are characterized by larger static polar-
izability tensors compared to their aromatic counterparts. This
can be seen as a consequence of the smaller energy gaps non-
aromatic heterocycles possess, since molecules become more
responsive the closer their frontier orbitals are together.
In the end, we would like to draw the attention towards

phosphole, which is to our opinion a promising building block.
Results suggest that phosphole oligomers have interesting elec-
tronic properties since they are characterized by low energy
gaps and large polarizability tensors. Moreover, phosphole
possesses a heteroatom which retains a versatile reactivity.38

This may offer the possibilty of tuning the electronic properties
of phosphole oligomers by chemical modifications. For exam-
ple, bulky substituents at the phosphorus atom can reduce
the pyramidality of the tricoordinate phosphorus (s3-P) in
the phosphole monomer.39 Some alkylarylphospholes40 even
become aromatic, although they are not completely planar,
due to the strong interaction between the phosphorus lone-pair
(nP) and the 1,3-butadiene system. Such control of the aroma-
ticity in the phosphole rings could allow fine-tuning of the elec-
tronic properties of the corresponding phosphole oligomers.
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Fig. 8 Chain-length dependence of axx, ayy and azz at B3LYP/SV(P) level.

Fig. 9 Chain-length dependence of hai and Da at B3LYP/SV(P)
level.
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